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INTRODUCTION

Certain types of objects are easy to pick out of visual displays. For example, a bright bar “pops out” of a display of dim bars. This phenomenon, normally referred to as stimulus salience, can often be attributed to low level visual processing that precedes cognitive processing of the information. Following experience with a complex object, it is possible that the object may acquire salience, even though it is not a “strong” stimulus based on brightness or other elementary image features (Ahissar and Hochstein 1995; Ellison and Walsh 1998; Karni and Sagi 1991; Morris et al. 1997; Sireteanu and Rettenbach 1995). With sufficient acquired salience, an object may pop out of a cluttered scene and be processed in preference to other objects, in much the same way that a brighter bar is processed before dimmer bars in a mixed display of bright and dim bars. The image of one’s spouse, for example, might pop out from a crowd containing many different people.

Physiological studies of the effects of behavioral relevance on the responses of visual neurons have generally been focused on top-down attentional effects rather than on learning effects. Selective attention modulates the visual responses of cells in several visual areas in the ventral processing stream (Chelazzi et al. 1993, 1998; Connor et al. 1996, 1997; Fuster 1990; Moran and Desimone 1985; Luck et al. 1997; Richmond and Sato 1987; Spitzer et al. 1988) including anterior inferior temporal (aIT) cortex, an area known to play an important role in visual recognition memory (Gaffan 1994; Meunier et al. 1993; Murray and Mishkin 1986; Suzuki et al. 1993; Zola-Morgan et al. 1989, 1993). Previous studies of visual search in aIT cortex have shown that, when monkeys are cued to search for a particular stimulus in a display of two or more items, neuronal responses, measured before the behavioral choice is made, are dominated by the properties of the relevant item and not by those of irrelevant distractors (Chelazzi et al. 1993, 1998). In these studies, at the start of the trial, animals were briefly presented with a cue stimulus at fixation, followed by a delay period and then an array of two or more stimuli at extrafoveal locations. The animal was rewarded for making a saccadic eye movement to the target stimulus in the array that matched the previous cue. The responses of aIT cells to the array were determined almost exclusively by the target stimulus; if the target was a good stimulus for thecell, the cell responded well, and if it was a poor stimulus for the cell, the cell responded poorly. The influence of distractor stimuli was filtered out, even though they were still present in the receptive field. In addition to this gating effect on the response to the distractors, aIT cells also often showed differential activity during the delay period, depending on which stimulus was shown as the cue. If the cue was a good stimulus for the cell, the cell tended to have higher activity during the delay than if...
the cue was a poor stimulus for the cell. Elevated delay activity may be evidence for a dynamic top-down “bias” in favor of cells coding the cue/target stimulus on a given trial (Chelazzi et al. 1993, 1998), originating from neural mechanisms for working memory outside of the temporal cortex.

In previous studies of visual search in aIT cortex, the stimuli used as target and distractor switched randomly from trial to trial (or between short blocks of trials). A target stimulus on one trial would be an irrelevant distractor on another trial. Therefore there was no opportunity for a particular stimulus to acquire intrinsic salience over the course of trials, thereby necessitating the use of working memory to solve the task. We hypothesized that if monkeys were trained on a similar task but with the same stimulus used consistently as a target on many trials, this would induce learning effects in aIT cortex that would not be dependent on working memory, leading to stable changes in target salience.

METHODS

Surgical procedures

Three adult male rhesus monkeys weighing 5.9–9.9 kg were used. The surgical procedures have been described previously (Miller et al. 1993). All procedures and animal care were conducted according to National Institutes of Health (NIH) guidelines and were approved by the animal care and use committee. The monkey was placed in an aluminum and plastic stereotaxic apparatus and scanned with magnetic resonance imaging (MRI). The MRI images were used to locate the recording chamber in stereotaxic coordinates over the aIT cortex. Under aseptic surgical conditions, a head post, recording chamber, and a scleral eye coil for monitoring eye position (Judge et al. 1980) were implanted while the monkeys were under isofluorane anesthesia. The centers of the chambers were located at 18–20 mm anterior to the interaural line and 15–17 mm lateral to the midline. The animals received antibiotics and analgesics after the surgery.

Neurophysiological recording

Single unit activity was recorded using lacquer-coated tungsten microelectrodes (Roboz Microprobes), which were advanced vertically through the brain to the cortex on the surface of the inferior temporal gyrus. Individual spike waveforms were discriminated using an on-line spike-sorting system (Signal Processing Systems, Prospect, Australia). Neurons were isolated on-line with the spike sorter, and individual spike waveforms were discriminated using an on-line spike-sorting system (Signal Processing Systems, Prospect, Australia). Neurons were isolated on-line with the spike sorter, and then tested with a set of visual stimuli, presented at the fovea, while the monkey maintained fixation on a point on the visual display. When a cell appeared to be visually responsive and selective, i.e., responded above its spontaneous firing rate, and gave differential responses to the various stimuli in the set, the rest of the experiment was performed. If the cell appeared to be unresponsive or nonselective, the electrode was advanced and another cell isolated, until a cell that satisfied the criteria was found. Electrodes were placed stereotaxically at sites in the aIT on the basis of the MRI images, which were also in stereotaxic coordinates. The location of electrode penetrations in stereotaxic coordinates and the MRIs were used to estimate the location of the recording sites. The recording sites span a 7-mm-diameter area centered approximately 1 mm medial to the anterior tip of the anterior middle temporal sulcus (AMTS), including parts of area TE and the perirhinal cortex.

Stimuli

The stimuli were colored pictures of complex objects (e.g., faces, random objects, and textures), typically 1.5–2.5° in size, presented on a computer monitor. In the discrimination tasks, two stimuli were presented 3.5–4.5° from the fovea, each centered in any one of the four quadrants of the visual field. Thus the two stimuli could appear together in the contralateral or ipsilateral visual field, or across the vertical meridian from each other, in either the upper or lower visual fields (Fig. 1B).

Behavioral tasks

TASK 1: DISCRIMINATION LEARNING AND REVERSAL. Monkeys were trained in a discrimination task in which they learned to saccade to one picture in a display consisting of two pictures. A fixation spot was displayed on the screen, which the monkey was required to fixate. After a variable delay, an array of two images was displayed on the monitor at extrafoveal locations (see Fig. 1B). The monkey was rewarded for making an eye movement to the positive, or target, stimulus, and maintaining fixation on it for 100 ms (monkey A), 200 ms (monkeys B and C; Fig. 1A). At that time, the target stimulus remained on the screen for another 400 ms, while the reward was delivered. The other stimulus in the display was turned off during this period. If the monkey made an eye movement to the negative stimulus, i.e., an incorrect response, no reward was delivered, and a timeout period was imposed. The negative stimulus remained on during this time-out period for 800–1,600 ms, and the positive stimulus was...
Data analysis

Three different time intervals were used for the statistical analysis of both single-cell and population data: 1) baseline time interval, from 150 ms before stimulus onset to 25 ms after stimulus onset; 2) stimulus time interval, from 75 ms after stimulus onset to 250 ms after stimulus onset; and 3) saccade time interval, from 75 ms before saccade onset to 50 ms after saccade onset (since the latency of these cells is greater than 50 ms, the response at 50 ms after the saccade should not reflect changes in neuronal response caused by the saccade). Data were analyzed using both ANOVA and t-tests, and evaluated at the P < 0.05 level of significance.

Single-cell spike density histograms. Responses of cells were averaged across multiple trials, and the average response was convolved with a gaussian kernel with a SD of 20–40 ms. These histograms were constructed by time locking the events either to the onset of the visual stimulus or to the onset of the saccade. On average, 10–20 trials per stimulus were used for analysis of the stimulus selectivity of the cell, 20–80 trials per stimulus for analysis of the response during performance of the task, and 10–40 trials per stimulus for analysis of the response during performance of the task in the multiple pair version of the task.

Population spike density histograms. The population histograms shown in the figures were averaged from the data from individual cells. We chose not to normalize the responses before averaging, to illustrate the actual average firing rates in the population. Many of the same histograms were re-calculated after normalizing the data from each cell to its maximum firing rate, and there was almost no difference in the shape or time course of the histograms before and after normalization.

Results

Behavioral performance in task 1

In task 1, monkeys learned to saccade first to one stimulus in an array of two stimuli, and then, after learning the task, they were given reversal training with the other stimulus as the target. Behavioral results are reported only for those trials in which the monkey made a saccade to one of the two stimuli on the screen, excluding any catch trials (see Methods). Trials were excluded from analyses if the monkey broke fixation before the onset of the array, if the saccade latency was less than 110 ms after the stimulus array onset, or if a saccade was made to
to the increase in performance accuracy (Fig. 3). Reversal, saccade latency decreased with a time course similar to reversal training. Across trials, saccade latency in the original training and reversal training was paired (t-test, \( t = 2.7\), mean \( \pm SE \) to 92 \( \pm 1.3\% \) for original training, paired \( t \)-test, \( P < 0.01 \); 45 \( \pm 2.8\% \) to 85 \( \pm 1.8\% \) for the reversal training, paired \( t \)-test, \( P < 0.01 \)). The mean saccade latency in the original training and reversal training was 214 \( \pm 11.2\) ms and 223 \( \pm 11.4\) ms, respectively. During reversal, saccade latency decreased with a time course similar to the increase in performance accuracy (Fig. 3B). The saccade latency remained roughly constant over the course of the training session during the original learning.

**Single-cell recordings in task 1**

Each cell’s response to the array when the good stimulus was the target was compared with its response to the same physical array when the poor stimulus was the target. For one-half of the cells the good stimulus was the target during the original learning and the distractor during the reversal, and for the other half it was the poor stimulus that was the target during original learning and the distractor during the reversal. For each cell, the target and distractor stimuli were switched during the reversal phase of the task. Because the neuronal results differed according to whether the two stimuli were located within the same hemifield, or across the vertical meridian from one another in opposite hemifields, we analyzed these two categories of stimulus configurations separately. The results when both stimuli were contained within the contralateral or ipsilateral hemifield were similar to one another, on the other hand, so these data were combined for the within-hemifield condition.

Responses to the array were larger when the good stimulus was the target than when the poor stimulus was the target, and this difference appeared before the saccadic eye movement was made to the target stimulus. An example of an experiment on a typical cell is illustrated in Fig. 4, A–D. The cell was first tested with an array of 24 stimuli while the animal performed a location other than that of the two individual images that made up the array.

Monkeys learned to saccade to the positive stimulus to a criterion of 80% correct in a median of 15 trials (mean of 25 trials), across the population.

After the monkeys were performing consistently at a level near 80% correct, the reward contingencies were reversed, and the monkeys were trained to saccade to the other picture in the array. Monkeys learned to reverse their behavior to a criterion of 80% correct saccades in a median of 28 trials (mean of 45 trials).

On average, performance rose above chance within 5 trials on the original training with each pair and within 15 trials with the reversal training (Fig. 3A). Across the entire period of data collection, the average percent correct was 85% during the original training, and 76% during the reversal training. Across the pairs of stimuli, average performance increased between the first 10 and last 10 trials for both the original and reversal training (66 \( \pm 2.7\% \), mean \( \pm SE \), to 92 \( \pm 1.3\% \) for original training, paired \( t \)-test, \( P < 0.01 \); 45 \( \pm 2.8\% \) to 85 \( \pm 1.8\% \) for the reversal training, paired \( t \)-test, \( P < 0.01 \)). The mean saccade latency in the original training and reversal training was 214 \( \pm 11.2\) ms and 223 \( \pm 11.4\) ms, respectively. During reversal, saccade latency decreased with a time course similar to the increase in performance accuracy (Fig. 3B). The saccade latency remained roughly constant over the course of the training session during the original learning.

**Fig. 3.** Time course of learning. A: performance over trials during the training, averaged across the stimuli used during the neurophysiological recording. Each point connected to another by a line represents the average percent correct (\( \pm SE \)) over 5 trials of stimulus presentation, in any of the possible stimulus configurations. Circles correspond to the original training phase; squares correspond to the reversal training phase. Squares and circles unconnected by lines are the average percent correct in 2 trials for the 1st 4 trials. Chance was 50% correct, designated by the bottom dashed line. The top dashed line represents a behavioral performance of 80% correct (in 5 trials). B: saccade latency as a function of trials of task. Each point represents average saccade latency (\( \pm SE \)) over 5 correct trials, in any stimulus configuration. The error bars are \( \pm 1 SE \). Circles correspond to the original training, and squares to reversal training.

**Fig. 4.** A and B: response to good and poor stimulus presented at the fovea for a single cell. Each graph shows the average spike density histogram for 17 trials of stimulus presentation, time locked to the onset of the stimulus. The bar in the graph shows the stimulus duration of 300 ms. C and D: responses of a single cell to the stimulus pair shown in Fig. 4 in correct trials when the good stimulus was the target stimulus (solid line), or the poor stimulus was the target stimulus (dashed line). Stimuli were contained within a single hemifield (either ipsilateral or contralateral). Each graph shows the average spike density histogram for 40–50 trials of stimulus presentation. The monkey was trained to saccade 1st to the poor stimulus, and then to the good stimulus. C: time locked to stimulus onset. Arrow at 200 ms represents the average saccade latency. D: time locked to saccade onset.
the passive fixation task, and a good (85 spikes/s) and poor (1.8 spikes/s) stimulus chosen from the set (Fig. 4, A and B). Based on these responses, the stimuli were paired together in the discrimination phase of the experiment. The monkey was then trained with the poor stimulus as the target. After sufficient physiological data were collected in this phase, the monkey was then trained with the good stimulus as the target, and comparison physiological data were collected in this condition (Fig. 4, C and D).

The cell started responding to the stimulus in both conditions (Fig. 4C), but the response was maintained at a high rate through the saccade period only when the good stimulus was the target. When the poor stimulus was the target, the cell’s response to the good stimulus in the array was suppressed before the saccade, even though the sensory conditions remained the same. Thus by the time of onset of the saccade, the response of the cell appears to be dominated by the target stimulus.

In Fig. 4D, the same data are shown time locked to the onset of the saccade. The response to the array diverged according to which stimulus was the target, beginning about 100 ms before the onset of the saccade. The saccade brought the image of the target stimulus onto the fovea and moved the image of the nontarget stimulus into the periphery. After the saccade, the nontarget stimulus in the array was turned off, and therefore the activity in this time period was determined by the presence of the good or poor stimulus at fixation.

Population response in task 1

The same results are evident in the population of recorded cells (n = 55). Across the population (Fig. 5, A and B), the average response to the good stimulus presented alone at the fovea was 22.6 spikes/s, and the average response to the poor stimulus alone was 10.3 spikes/s (paired t-test, P < 0.01).

Figure 5C shows the responses of the population average to the paired stimuli on correctly performed discrimination trials, when the good versus poor stimulus was the target for a saccade. In the period just before the saccade, the response was greater on trials when the good stimulus was the target than when the good stimulus was the distractor. Across the population, the firing rates diverged 100 ms after stimulus onset (paired t-test on successive 20-ms bins, P < 0.01 for 3 consecutive bins). The response in the postsaccade time period was also much greater when the good stimulus was the target, but this simply reflects the monkey fixating the good versus the poor stimulus.

If the information provided by these neuronal responses had been used to guide the saccade, the response difference must have been present before the onset of the saccade. To examine this, we averaged the responses of the same population of cells, but time locked to the onset of the saccade (Fig. 5D). The firing rate with the good versus poor stimulus as the target diverged significantly at 80 ms before the saccade onset (paired t-test on successive 20-ms bins, \( P < 0.01 \) for 3 consecutive bins). Across the population of cells, the activity in the saccade interval (75 ms before saccade onset to 50 ms after) was significantly lower with the poor stimulus as target (10.7 spikes/s), than with the good stimulus as target (15.5 spikes/s; paired t-test, \( P < 0.01 \)).

The modulation of the response according to the identity of

![Figure 5](http://jn.physiology.org/)

**FIG. 5.** A and B: responses of the population of cells (n = 55) to the good and poor stimuli presented at the fovea (thick lines). Thin lines show 1 SE above or below the mean response, calculated by smoothing individual cell responses with a gaussian of kernal (20 ms) and calculating the SE across the population. Stimuli subtend 1.5–2.5° of visual angle. Each graph shows the population spike density histogram. The bar in the graph shows the stimulus duration of 300 ms. The stimulus array presented was different for every cell. C and D: responses of population of cells (n = 55) to the visual array consisting of the good and poor stimulus (thick lines). Thin lines are 1 SE above or below the mean, calculated as described for A and B. Only correct trials are shown. The target was either the good stimulus (solid line), or the poor stimulus (dashed line). Stimuli contained within a single hemifield (either ipsilateral or contralateral). Each curve shows the population spike density histogram. The average saccade latency is shown as the arrow at 220 ms. C; same data locked to stimulus onset. D: locked to saccade onset. E: a single sample eye movement trace, showing the calculation of the saccade latency of 250 ms for the trial shown.

The target was significant in slightly over one-half of the cells. When we summed up the response that occurred in the saccade interval, the firing rate significantly varied according to which stimulus was the target for 29/55 cells in the sample (individual cell unpaired t-test, \( P < 0.05 \)). For 27 of the cells that showed a significant effect, the response in the saccade interval was significantly higher when the good stimulus was chosen. For only two of the cells, the response in the saccade interval was significantly higher when the poor stimulus was chosen. Figure 6 shows the distribution of the index of response difference, defined as the normalized difference in response when the good versus poor stimulus was the target (the difference in response in the 2 conditions, divided by the sum). The indexes have been sorted by rank, and the filled circles represent cells for which the difference in activity was significant.

We randomized, on a cell by cell basis, whether the monkey learned to saccade first to the good or first to the poor stimulus.
Correlation between neuronal responses and behavior

Correct trials refer to correct trials, the effects of training on the neuronal response to the stimulus array are confounded with the effects of making an eye movement to the target. For that reason, it is not possible on correct trials to tell whether the target-related difference in neural activity is related to the choice the monkey will actually be making, or to the choice that it should be making, based on the training. However, incorrect trials can provide insights in differentiating the effects of training from the effects of choosing a stimulus. In some incorrect trials, the monkey incorrectly chose to saccade to the stimulus that was not paired with reward during the training. If the neuronal response differences we found on correct trials were caused by the saccade target choice made by the monkey rather than the effects of training per se, the neuronal response difference should reverse in direction on those error trials in which the monkey made a saccade to the incorrect stimulus. On the other hand, if the neuronal response difference on correct trials were caused by the training the monkey received, and the incorrect behavioral choices on error trials were made because the effects of learning failed to be expressed by aIT cells on those trials, then the response difference should be smaller, or absent on error trials.

The responses on incorrect trials, averaged across the population of 55 cells, is shown in Fig. 7, locked to the onset of the saccade. As shown in the figure, choosing the good versus poor stimulus as the target had no effect on the population activity in the period just before the onset of the saccade. That is, the average activity in the saccade time period was not significantly different when the good stimulus was chosen incorrectly compared with when the poor stimulus was chosen incorrectly, (12.9 vs. 14.5 spikes/s, respectively, paired t-test, P > 0.10). The firing rate was slightly higher in those trials when the poor stimulus was chosen incorrectly, diverging shortly after the onset of the saccade. These results are in contrast to the results found on correct trials. Therefore the activity difference in the saccade interval seen on correct trials seems to reflect not simply the intention of the monkey to saccade to the good stimulus, but rather the training the monkey has received. An alternative explanation for the absence of target selection effects in error trials could be that the monkey merely did not select either stimulus in these trials (i.e., guessed). However, in that case, it must be proposed that saccading to one of the stimuli can occur without selection of a target. [See Seidemann and Newsome (1999) for description of error results in a different task, where the selection of a saccade target occurs separately from attentional selection of a spatial location.]

Other types of errors could also affect the expected response differences in correct and error trials. If the errors were unrelated to activity in aIT (e.g., the error occurred because a later stage of saccade control failed), the neuronal responses in aIT should be the same on error and correct trials. However, this was not observed. Alternatively, if the errors result from a misperception of the nontarget stimulus as the target stimulus (an error of stimulus representation/selection), the neuronal responses in aIT would be expected to reverse direction on error trials. Again, this was not observed. A combination of different causes for errors would complicate the interpretation of neuronal responses differences on error trials. However, we can rule out the possibility that the neuronal responses reflect nothing other than the selection of the saccade target. The above results show that on correct trials, the response to the array is larger when the good stimulus is the target than when the poor stimulus is the target, whereas on incorrect trials the responses to the good and poor targets are nearly equivalent. A two-way repeated measures ANOVA across the population shows a significant interaction between the target identity (good vs. poor target, which also has a significant main effect, P < 0.05) and performance (correct vs. incorrect, P < 0.05). This interaction could result either from an enhancement of the response to the target stimulus on correct trials compared with incorrect trials, or from a suppression of the response to the nontarget stimulus on correct versus incorrect trials, or from a
combination of both mechanisms. Comparing responses in the correct and incorrect trials separately revealed that the response to the array with the good stimulus as target did not differ significantly on correct versus incorrect trials (good stimulus chosen correctly, mean 15.5 spikes/s; poor stimulus chosen incorrectly, mean 14.5 spikes/s; Wilcoxon signed rank test, \( P > 0.10 \)). By contrast, the response to the array with the poor stimulus as target (and the good stimulus as nontarget) was significantly smaller on correct trials compared with incorrect trials (poor stimulus chosen correctly, mean 10.7 spikes/s; good stimulus chosen incorrectly, mean 12.9 spikes/s; Wilcoxon signed rank test, \( P < 0.01 \)). These results suggest that the effect of the training is to suppress the activity of cells that respond to the distractor or nontarget stimulus. This suppression fails to occur on incorrect trials.

2) RESPONSES EARLY AND LATE IN RECORDING SESSION. Unlike neuronal responses on correct trials, those on incorrect trials did not differ according to whether the good or poor stimulus was the target. This response difference between correct and incorrect trials suggests that modulation of aIT activity during target selection is correlated with the animal’s behavioral performance. If so, then the effects of training on neuronal responses might increase over trials, as behavioral performance improves.

To test this, we compared the average firing rate in the saccade interval, during the first block versus the last block of 10 trials in the learning session. Figure 8A shows data collapsed across original and reversal learning trials, for 26 cells that showed a significant difference in response to the good and poor target arrays, had good/poor target indexes > 0, and at least 20 trials in each condition. Of the 29 cells that showed a significant difference in response to the good and poor target arrays, 2 were eliminated because they had good/poor target indexes < 0, and one cell was eliminated because it had < 20 trials in each block. The response pattern was similar in both the original and reversal learning trials, as expected from the fact that there was no difference in the response in the original and reversal learning trials (see RESULTS above). The firing rate remains constant when the good stimulus is the target but is suppressed when the poor stimulus is the target. Because of the small size of the effects in some of these cells, the interaction fails to reach significance in this group of cells (2-way repeated measures ANOVA interaction term, \( P = 0.10 \)). We then selected a subgroup of these cells that fit the following criterion: 1) at least 40 trials of response for both the good and poor target arrays and 2) good/poor target index (cf. Fig. 6) > 0.1. This yielded the 20 cells that are shown in Fig. 8, A and C. As shown in Fig. 8B, although the trends shown in the population of 26 cells shown in Fig. 8A remain, the response difference between trials with the good versus poor stimulus as target is larger in the last block of trials than it is in the first block for this subgroup of cells.

In this subgroup of cells, a two-way repeated measures ANOVA shows that there is no main effect of block (first vs. last, \( P > 0.10 \)), but there is a main effect of target stimulus (\( P < 0.01 \)), and that there is a significant interaction between target identity and block (\( P < 0.05 \)). Although there was no difference in response to the good stimulus as target in the last block compared with the first block, the response when the poor stimulus was target was significantly more suppressed in the last block compared with the first (Fig. 8B). For the smaller subgroup of cells in Fig. 8B, the mean index of response difference (cf. Fig. 6) increased from 0.25 to 0.45, in the same period when behavioral performance increased from 47 to 88% correct.

Data from the same set of cells are illustrated in Fig. 8C, showing the response to the good and poor stimulus in blocks of five trials during the course of the training. The response to the good stimulus remains constant as the stimulus pair is learned, but the response to the poor stimulus drops after the first five trials, and remains low during subsequent trials. The response was not significantly different during the first one block of five trials (paired \( t \)-test = 0.10), but response differences in the remaining blocks of five are all significant (paired \( t \)-test < 0.01). The responses are illustrated only for correct trials, during both initial and reversal training. Collapsed across initial and reversal learning, the median trials to a criterion of 80% correct for this subset of cells was 27. Although noisier, the trends are similar when data are separated into the groups of cells in which the good stimulus was the first target, and those in which the poor stimulus was the first target. There was no significant difference in response in the first block of five
trials ($P > 0.10$), but the next block, and five of six of the subsequent blocks were significantly different ($P < 0.05$).

In all of the cells in this subgroup (as well as the nonselected subgroup), the activity remained constant over the course of the session when the good stimulus was the target (early vs. late, post hoc $t$-test after significant ANOVA, $P > 0.10$; Fig. 8B). However, when the good stimulus was the distractor (and the poor stimulus was the target), the firing rate was suppressed later in the session compared with earlier in the session (early vs. late, post hoc $t$-test after significant ANOVA, $P < 0.05$). Thus the data from early and late in the session support the conclusion drawn from the data on correct and incorrect trials. In both analyses, the firing rate that changes with performance is the one in which the good stimulus is the distractor (and the poor stimulus is the target). Specifically, the responses of cells that respond to the good stimulus are suppressed when it is the distractor, and this suppression grows with learning.

**Effects of stimulus location**

There were statistically significant effects of learning on the neuronal response before the onset of the saccade when stimuli were positioned across the vertical meridian from one another, but these effects were less striking than when the stimuli were contained within the same hemifield. When the good stimulus was in the ipsilateral hemifield, the average response when the good stimulus was the target was 17.3 spikes/s, compared with 13.5 spikes/s when the poor stimulus was the target, which was a significant difference (paired $t$-test, $P < 0.01$). About one-half of the cells (23 cells) showed a significant difference in the response (either larger or smaller) depending on which stimulus was the target (unpaired $t$-test, $P < 0.05$, $n = 23$ cells), which is similar to the proportion of cells that showed significant effects when the array was confined to a single hemifield. However, only 18 of the 23 showed a larger response when the good stimulus was the target, a proportion smaller than the one that showed this effect when the stimuli were confined to the same hemifield.

When the good stimulus was in the contralateral hemifield and the poor stimulus was in the ipsilateral hemifield, the effects of learning on the firing rate were even smaller than in the preceding case, but were still statistically significant (good stimulus as target, 17.5 spikes/s; poor stimulus as target, 14.9 spikes/s; paired $t$-test, $P < 0.05$). A total of 22 cells showed a significant difference in the response (either larger or smaller) according to which stimulus was the target (unpaired $t$-test, $P < 0.05$, 22 cells), which again is similar to the proportion showing an effect when the array was contained within the same hemifield. However, only 12 of the 22 cells showed a larger response when the good stimulus was the target in this configuration, which was substantially fewer than when the array was contained within the same hemifield. Thus the effects of the training are less consistent when the stimuli are placed across the vertical meridian from one another.

Overall, only 18/55 cells had significantly higher activity when the target was the good stimulus, when the two stimuli were in opposite hemifields. On the other hand, when both stimuli were contained within the same hemifield, the response difference between the good and poor target arrays did not seem to depend significantly on whether that hemifield was ipsilateral or contralateral to the cell. The overall responses were smaller when stimuli were contained within the ipsilateral hemifield (good stimulus as target, 15.1 spikes/s; poor stimulus as target, 10.2 spikes/s) than when the stimuli were contained within the contralateral hemifield (poor stimulus as target, 18.4 spikes/s; poor stimulus as target, 12.8 spikes/s). However, the differences in response to the good and poor target arrays were significant in both hemifields (paired $t$-test, $P < 0.01$) and the index of response difference (cf. Fig. 6) for the good stimulus arrays was comparable in both hemifields.

**Relationship between stimulus selectivity and effects of learning**

We tested whether there was a correlation between the degree of selectivity of the cell for the good versus poor stimuli and the effects of choosing the good versus poor stimulus as the target. As a measure of selectivity, we calculated the difference in response to good and poor stimuli, presented at the fovea, divided by the sum. As a measure of learning, we calculated the difference in response to the two target arrays (good stimulus as target vs. poor stimulus as target) divided by the sum, as in Fig. 6 (Chelazzi et al. 1998). The two variables were correlated ($r = 0.56$, $z = 4.1$, $P < 0.01$); thus the greater the selectivity of the neuron for the individual stimuli that make up the pair, the greater the effect of learning and behavioral relevance (target identity) on the neuron’s response to the pair.

**Responses to individual stimuli during learning**

A possible explanation for the effects of learning on the response to the search array is that the responses to the individual stimuli in the array change with learning. For example, the response to the good stimulus presented alone might increase or decrease over trials depending on whether it is the target, i.e., increasingly associated with reward, or the nontarget, i.e., increasingly associated with nonreward. If so, this could explain why the response to the pair was better when the good stimulus was the target than when the poor stimulus was the target. To test this, we recorded the responses of a subset of the cells to the individual stimuli presented alone on probe trials over the course of learning in task 1. On these probe trials, individual stimuli were presented at fixation, and the monkey was rewarded simply for maintaining fixation throughout the trial (see METHODS, passive fixation task).

Figure 9 shows the average response of eight cells to the good and poor stimuli presented alone on the probe trials, intermixed with trials in which they were paired together in the search task. Overall, there is no difference in the response to either the good or poor stimulus presented alone depending on whether they are target stimuli or nontarget stimuli (good stimulus, 42 spikes/s under both conditions, $P > 0.10$; poor stimulus, 12 spikes/s under both conditions, $P > 0.10$). Thus the change in response to the search array that occurs over the course of learning apparently depends on both stimuli being present together in the pair. Figure 9C shows the response during the discrimination task (task 1) for this subset of cells. Before the onset of the saccade, the response is higher in good target trials than in poor target trials. In these same cells, the mean index of selection for the stimulus arrays (as in Fig. 6) was 0.27, and the effects of target selection were significant in
We therefore tested whether, preceding the onset of the array, a working memory strategy, and that feedback from structures mediating working memory biased aIT activity in favor of the target stimulus on each trial, just as in the Chelazzi et al. task.

In the present study, it was also possible that the animal used a working memory strategy, and that feedback from structures mediating working memory biased aIT activity in favor of the target stimulus on each trial, just as in the Chelazzi et al. task. We therefore tested whether, preceding the onset of the array, the population activity was higher in blocks when the good stimulus was the target than in blocks when the poor stimulus was the target. We found no significant difference in activity (good stimulus as target, 6.6 spikes/s; poor stimulus as target, 5.8 spikes/s; paired t-test, $P > 0.10$), which is inconsistent with the feedback hypothesis. This was tested more explicitly in the concurrent discrimination task described below.

### Concurrent discrimination learning

To further rule out the possibility of mediation by working memory, one monkey was trained on a concurrent discrimination version of the search task, in which any of 10 different stimulus pairs could appear randomly on a given trial. We reasoned that 10 pairs would exceed the capacity of working memory and would prevent the animal from forming an expectation about the identity of the target stimulus on a given trial. Since it was not possible to train monkeys to reach a high level of performance on 10 different stimulus pairs in one recording session lasting 2–3 h, a consistent set of stimuli (the entire set of 10 stimulus pairs in Fig. 2) was used every day. The stimuli were initially arbitrarily chosen from a set of previously unused stimuli and assigned as targets and nontargets. The stimuli, their pairing, and the target-nontarget stimulus in each pair remained constant throughout the recording period for all cells. The stimuli appeared in the same configurations as in the single pair version of the task, and, as in that task, the location of the stimuli was unpredictable from trial to trial, requiring a discrimination of visual features, not spatial position.

The monkey learned to saccade reliably to the rewarded stimulus in each of the pairs over a period of 30–40 daily sessions, consisting of 200–300 trials each. At that point, the monkey was performing at an average of 91% correct and with an average saccade latency of 181 ms.

Unlike the case in task 1, the pairs were already learned, and therefore we could not customize the stimulus pairs so that they were composed of good and poor stimuli for each cell. We therefore used the responses of each cell to each of the 20 stimuli presented at the fovea, to determine whether or not an already-learned stimulus pair contained a “good” and “poor” stimulus. For each stimulus pair for each cell, an index was calculated, based on the difference in response between the target and nontarget stimulus (during a 200-ms period starting 100 ms after stimulus onset), divided by the sum of the responses. This index could range from −1 to +1. Pairs for which this index was greater than +0.2 were classified as having a good stimulus as the target. Pairs for which this index was less than −0.2 were classified as having the poor stimulus as the target.

### TABLE 1. Categorization of good and poor target arrays in concurrent discrimination task (task 2)

<table>
<thead>
<tr>
<th>Category</th>
<th>Number of Pairs</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>1) No difference</td>
<td>226</td>
<td>58</td>
</tr>
<tr>
<td>2) Good target (selectivity index &gt; +0.2)</td>
<td>79</td>
<td>20</td>
</tr>
<tr>
<td>3) Poor target (selectivity index &lt; −0.2)</td>
<td>87</td>
<td>22</td>
</tr>
</tbody>
</table>

Number of pairs refers to the stimulus pairs across cells that fit into that category. A single cell can appear more than once, in either the same or different category. A single stimulus pair appears only once, and its categorization depends on the response to the cell’s response to the individual stimuli that make up the pair. The total number of cells was 49.
FIG. 10. Responses in the concurrent discrimination task (task 2). A: average response for good and poor stimuli (20-ms bins) on correct trials. Good and poor stimuli are as described in Table 1. Solid bar shows the 200 ms duration of the stimulus. Population average histograms, with bin size of 20 ms. B: mean response to good and poor stimulus at the fovea, for stimulus pairs where the poor or good stimulus was the target in the array. The response difference between good and poor is significant (t-test, \( P < 0.01 \)) for both sets of pairs. The response difference between good and poor stimuli depending on whether they were target stimuli or nontarget stimuli is not significant (t-test, \( P > 0.10 \)). C: response across the population of cells with differences in response to target and nontarget stimuli during concurrent discrimination performance (task 2). Average response (20-ms bins) when the good stimulus was the target (solid line) and when the poor stimulus was the target (dashed line). Cells and stimuli categorized as described in Table 1. Arrow points to the average saccade latency of 180 ms. D: same data are in C, time locked to the saccadic onset in each trial. Thin lines show 1 SE above or below the mean for each time point.

assigned to the “no difference” category. Table 1 shows the distribution of stimulus pairs (\( n = 392 \)) in the three categories. The table shows that there were roughly as many stimulus pairs in which the target stimulus caused a greater response than the nontarget as there were stimulus pairs in which the target stimulus caused a smaller response than the nontarget. The population average responses to the good and poor stimuli presented alone at the fovea are shown in Fig. 10, A and B. As expected, the response difference between good and poor stimuli presented alone was not as large as in task 1 (Fig. 5, A and B). More importantly, there was no difference in response to the good and poor stimuli as a function of their status as a target or nontarget (Fig. 10B). Thus the stimulus selection appeared to be unbiased across the population.

With the stimuli categorized in this way, we computed the population average response to the array when the good or poor stimulus was the target (excluding responses to pairs in the no-difference category). The pattern of results (Fig. 10C) is the same as seen in Fig. 5C. In the period 100–160 ms after stimulus onset, the response is higher for pairs in which the good stimulus was the target than where the poor stimulus was the target (\( P < 0.05 \)). The response difference during performance was smaller than in task 1, probably because the response difference between the good and poor stimuli presented individually was also smaller than in task 1.

Two other similarities were noted between these results and those found during discrimination learning and reversal with single stimulus pairs. First, the baseline activity (i.e., the activity before the onset of the array) did not differ depending on which stimulus was the target (good stimulus chosen correctly, \( \mu = 4.9 \) spikes/s; poor stimulus chosen correctly, \( \mu = 4.6 \) spikes/s, \( P > 0.20 \)). Second, there was no effect of behavioral relevance on the responses on incorrect trials (good stimulus chosen incorrectly, mean response 8.7 spikes/s; poor stimulus chosen incorrectly, mean response 9.5 spikes/s, \( P > 0.20 \)). These similarities in responses in the two tasks suggest that the effects of learning on neuronal responses in these tasks is not due to the use of neuronal mechanisms for working memory. Because this task was learned before the recording session began, it was not possible to compare the neural responses early and late in the learning, as in the on-line learning task.

**Similarity of responses to paired stimuli**

Previous studies of inferior temporal cortex have reported that behavioral training with pairs of stimuli increases the probability that single cells will respond similarly to both members of the stimulus pair (Erickson and Desimone 1999; Sakai and Miyashita 1991). Because in our arrays, the target stimulus frequently appeared together with the nontarget stimulus in the array, we tested whether there was any correlation between the neuronal responses to individually presented target and nontarget stimuli. Each cell was tested by presenting, individually, at the fovea, each of the 20 target and nontarget stimuli taken from the concurrent discrimination. A correlation between the responses to the paired targets and nontargets was calculated for each cell. The distribution of correlation coeffi-
coefficients across the population of cells is shown in Fig. 11. The mean correlation coefficient was 0.196, which is significantly different from 0 (t-test on Fisher Z transformed r values, P < 0.01). An example of a single cell with a significant correlation between its responses to target and nontarget stimuli is shown in Fig. 11B. Thus stimulus pairing appears to alter the selectivity of the cells for the stimuli (although correlations may have also existed before training, by chance). The correlation is small, however, and obviously did not eliminate the cell’s ability to discriminate between the target and nontarget stimuli.

**Discussion**

The present results suggest that learning can increase the salience of stimuli in aIT cortex. When an animal is presented with an array of two stimuli, the responses of aIT cells appear to be largely dominated by whichever stimulus has become behaviorally relevant through stimulus-response-reward training. If the relevant stimulus is a good one for the cell, the cell responds well, but if the relevant stimulus is a poor one for the cell, the response to the identical array is poor.

This learning effect is consistent with the idea that learning directly modifies the neuronal representations of the stimuli in extrastriate cortex, giving the relevant stimulus a competitive advantage. By themselves, however, these data do not rule out the possibility that aIT responses were dynamically modulated by attentional selection of the target stimulus. When an animal attends to one of two stimuli in an array, neuronal responses in extrastriate cortex are determined primarily by the attended stimulus (Chelazzi et al. 1993, 1998). One could argue that the training in the present study simply taught the animal to attend to the relevant stimulus, and the site of learning was within structures concerned with attentional control, located outside of extrastriate cortex. According to this view, the effects of learning on aIT responses are due to feedback from these structures mediating stimulus selection.

Two lines of evidence weigh against this possibility. First, on incorrect trials, the response to the array did not vary according to which stimulus was the target, even though the animal selected a stimulus on these trials and used it for the target of an eye movement, just as it did on the correct trials. Second, the effects of learning on the response to the array were larger later in the recording session than earlier, even though a stimulus was selected on every trial, in both the early and late trials. Thus the results cannot easily be explained by feedback from sites mediating attentional-selection per se, although it is possible to argue that attentional selection parallels learning in such a way that the two phenomena are indistinguishable. One might argue, for example, that early in the session and during error trials, selection of the target for a saccade occurs without attention. Later in the session, when the behavioral response is consistent, targets are selected by an attentional mechanism that sends feedback to aIT. This hypothesis would be contrary to some ideas about the close relationship between attentional selection and saccades, however (Deubel and Schneider 1996; Kowler et al. 1995; Kustov and Robinson 1996; Sheliga et al. 1995).

Another related possibility suggested by previous experiments is that aIT responses may be dynamically “biased” on a trial-by-trial basis to respond to a particular stimulus, as a result of feedback from structures concerned with working memory. Chelazzi et al. (1993, 1998) recorded from aIT using a visual search task, in which the target on each trial was specified by a cue stimulus briefly presented at the start of the trial. The animal had to use its memory of the cue to guide its selection of the target from the search array. They found that the baseline activity between the time of the cue and the time of the array was higher when a good stimulus for the recorded cell was used as a cue-target than when a poor stimulus was used as a cue-target. This higher baseline activity was taken to be direct evidence for the bias in favor of cells coding the target stimulus. A baseline difference was not seen in the present study, however. Although the positive, or target, stimulus remained consistent for a block of trials (during a discrimination learning or reversal; task 1), the baseline activity before the presentation of the array was similar, regardless of whether a good or poor stimulus was the expected target.

Nevertheless, to test further the possible role of working memory, we also recorded responses in a task in which any of 10 different pairs of stimuli could be presented on a given trial. This presumably prevented the animal from anticipating which target would be present and precluded a working memory strategy. The results in this multiple-pair stimulus version of the task were similar to those in the task with a single pair; these similarities included the difference in response to good and poor target arrays, the difference in response on error trials, and the absence of baseline activity differences. These similarities argue against the working memory hypothesis.

The most likely explanation for these results is that learning directly modifies the representations of stimuli in extrastriate cortex and thereby gives the behaviorally relevant stimuli a competitive advantage. Conclusively proving that hypothesis, however, would require a more complete analysis of the different structures that might play a role in this task, or alternatively, the demonstration of a permanent learning based change in the response of neurons in aIT (a structural change, or a biophysical change in their properties) as a result of the learning.

Regardless of the precise site of the plastic change, however, processing is largely limited to relevant stimuli in aIT, and cells representing irrelevant stimuli in a scene are suppressed. As a relevant object acquires salience, it may attract attention through its mere presence in the scene, without first requiring a conscious guiding of attention to a location or feature. Psychophysical data and models (Shiffrin and Czerwinski 1988; Shiffrin and Schneider 1977) suggest that an individual item may indeed attract attention automatically, when that stimulus has been repeatedly presented as a target stimulus. The interaction among top-down effects of attention, bottom-up effects of stimulus salience, and stimulus-specific learning is supported by psychophysical experiments.

The bottom-up effects that make an image salient are similar to the top-down influences wielded by active attention, and the benefits conferred by perceptual learning (Ito et al. 1998). A collinear flanking stimulus increases the perceived brightness (i.e., salience) of a central target stimulus (Ito et al. 1998; Kapadia et al. 1995). When attention is first directed to a specific location (a top-down process) or training results in perceptual learning, the flanking stimuli no longer cause increased salience of the target (Ito et al. 1998). Perceptual learning in the ability to detect targets in dense texture displays also suggest that low-level processes, like scene segmentations...
can be modified by the top-down influences produced by learning (Ahissar and Hochstein 1995; Karni and Sagi 1991; Sireteanu and Rettenbach 1995).

Response differences to individual stimuli presented alone, and role of specific pairing

We considered the possibility that learning caused changes in the response to the individual stimuli that made up the choice array. For example, learning might have enhanced the response to the good stimulus alone, which would lead to a larger response to the array when the good stimulus was the target. However, we found no evidence that the response to individual stimuli changed with learning. Instead, the effects of learning on the response to the arrays appeared to depend on the simultaneous presentation of the target and nontarget stimuli. We suggest that learning asymmetrically strengthens the competitive interactions between the cells representing each of the two stimuli in the array, with the advantage favoring the relevant stimulus. Because it is only the competitive (suppressive) connections that are changed, the responses to each of the stimuli presented alone would be unaffected, as was found in this study (Fig. 9).

If so, one implication of this hypothesis is that the learning effects would be specific to the precise pairing of target and nontarget stimuli used in training. If the target stimulus were paired with a different nontarget following training, the neural effects should diminish and the animal should have difficulty choosing the target. Substituting a different negative stimulus for a well-learned distractor in the array does seem to impair the animal’s performance in the task (Jagadeesh, Mishkin, and Desimone, unpublished observations). This hypothesis should be tested in future studies. The design of this task does make the strategy of learning to ignore the irrelevant stimulus in a specific pair efficient (because both stimuli always occurred together, it was not necessary to learn anything about the stimuli apart from their role as a pair). An altered version of the task where many different nontarget stimuli could appear with a single target stimulus, which would then become the target stimulus across many different contexts, might lead to different neuronal effects.

Changes in the responses to individual learned stimuli compared with other, unlearned stimuli have been demonstrated in previous studies. For example, Sakai and Miyashita (1994) showed that after long-term training in a discrimination task, cells were likely to respond better to stimuli that had been used in the task than to other, visually similar stimuli. Kobatake et al. (1998) compared the responses to the same sets of stimuli in trained and untrained animals and found cells were more likely to give an optimal response to stimuli in the trained stimulus set in the trained animals. Neither study, however, demonstrated short-term changes in the responses to individual stimuli as a function of training; in the present study, also, we were unable to demonstrate any short-term changes in the response of individual cells to single stimuli as a function of the learning during a single recording session.

In the concurrent discrimination task, which involved long-term learning, cells were more likely to respond similarly to stimuli that had been paired together in the discrimination task, than would be expected by chance (Fig. 11). This phenomenon, termed “pair coding,” has been observed in several other studies (Erickson and Desimone 1999; Sakai and Miyashita 1991, 1994). In the present study, however, unlike the others, where association of individual stimuli into pairs was either required (Sakai and Miyashita 1991, 1994) or beneficial (Erickson and Desimone 1999) to performance, similarity in the responses to the target and distractor stimuli developed even though this association was not reinforced and could tend to impair rather than improve performance in the task. An endpoint result of pair coding can be for a single cell to respond identically to two visually dissimilar stimuli (like the target-nontarget pair). Development of pair coding of this form could impair performance in the discrimination task because the degree of response suppression seen in the neurons was correlated with the selectivity that the neurons had for the target-nontarget stimulus (see Results). Neurons that are not selective for the target-nontarget stimulus are presumed to not participate in the selection of the target (Chelazzi et al. 1993, 1998). It is possible to develop pair coding while still maintaining selectivity for the target nontarget stimuli, or alternatively, allowing a group of cells to drop out of population of cells participating in the discrimination, while serving some other purpose, such as distinguishing the target-nontarget stimulus pair from other stimuli. Since pair coding was neither required, or necessarily beneficial in this task, it is possible that “pair coding” can occur as a bottom-up process, simply as a result of spatiotemporal proximity in the presentation of individual object stimuli, as found in the Erickson and Desimone passive association task (Erickson and Desimone 1999). If so, this process could enable cells to respond to different transforms of the same image (for example, transformations of location

![Image](http://jn.physiology.org/Downloadedfrom/te.jpg)
Mechanism for implementing learned salience

Although the responses to individual stimuli did not, on the whole, change with the learning of behavioral relevance, the responses to arrays of stimuli did change (Figs. 7 and 8). A simplified summary of the effects of the short-term learning, extrapolating from the data shown in Figs. 5, 7, and 8, B and C, is diagrammed in Fig. 12. When monkeys are trained to saccade to a target stimulus in a scene, the competitive interactions between cells responding to the target and nontarget stimulus are biased in favor of cells responding to the target, resulting in suppression of the cells responding to the nontarget. Two pieces of evidence point to this suppressive mechanism. First, the neuronal response to the behaviorally irrelevant stimulus (distractor) was suppressed over the course of training, whereas the response to the relevant stimulus (target) remained unchanged (Fig. 8). Second, the activity was suppressed on correct trials compared with incorrect trials, when the good stimulus was also the behaviorally relevant stimulus, but was similar on both correct and incorrect trials when the good stimulus was the behaviorally relevant stimulus. In the population overall, then, the pattern of activity is biased in favor of the stimulus that is the relevant one in the task, i.e., the stimulus to which a saccade should be made.

This pattern, across the cortex, resembles that for stimuli that are more salient because of their image characteristics. For example, if we imagine the pattern of activity produced by dim and bright bars, the bright bars, too, will elicit greater activity in cortex than the dim bars, which are less salient. Cells responding to the bright bars will then have a competitive advantage.

An important point apparent from the diagram is that the activity of a single neuron does not determine the salience of the image in an array. The populations of cells that respond to the relevant image in the array do not change their responses as that stimulus becomes salient. Only the population of cells that respond to the irrelevant image in the scene is suppressed. Thus the information that codes the increased salience of the image is coded in the differential activity between the two populations of cells that code the relevant and irrelevant image in the scene. The choice of the behaviorally relevant stimulus must be made by comparing the activity of these two populations. Thus to accurately predict the use of this information by the monkey, we should compare the activities of the two populations of cells that respond to the relevant and irrelevant stimuli.
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